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Given a non-singular linear system Ax = b, Cramer’s rule states xk = detAk

detA where Ak is obtained from
A by replacing the kth column A∗k by b; that is,

Ak =
[
A∗1, · · · ,A∗k−1, b,A∗k+1, · · · ,A∗n

]
= A + (b−A∗k)eᵀk (1)

where ek is the kth unit vector. The proof for Cramer’s rule usually begins with writing down the cofactor
expansion of detA. This note explains two alternative and simple approaches.

As explained in the page 476 of Meyer’s textbook1, one can exploit the rank-one update form in (1). The
Matrix Determinant Lemma states that

det(A + xyᵀ) = (1 + yᵀA-1x) detA

where A is an n× n non-singular matrix and two vectors x,y are n× 1 column vectors. Then

detAk = det
(
A + (b−A∗k)eᵀk

)
by definition of Ak

=
{

1 + eᵀkA
-1(b−A∗k)

}
detA by Matrix Determinant Lemma

=
{

1 + eᵀk(x− ek)
}

detA Ax = b and Aek = A∗k

=
{

1 + (xk − 1)
}

detA eᵀkx = xk and eᵀkek = 1

= xk detA by canceling out

which completes the proof.
Another simple proof due to Stephen M. Robinson2 begins by viewing xk as a determinant

xk = det Ik = det
[
e1 · · · , ek−1,x, ek+1, · · · , en

]
where Ik is obtained from the identity matrix I by replacing the kth column by x. Then AIk directly yields
the matrix Ak in (1) without resort to rank-one update.

AIk = A
[
e1 · · · , ek−1,x, ek+1, · · · , en

]
=

[
Ae1 · · · ,Aek−1,Ax,Aek+1, · · · ,Aen

]
=

[
A∗1, · · · ,A∗k−1, b,A∗k+1, · · · ,A∗n

]
= Ak

Then,

xk = det Ik = detA-1AIk = detA-1Ak = detA-1 detAk =
detAk

detA

which exploits the fact that detM -1 = 1/ detM and detMN = detM detN for two square matrices M
and N of the same size.
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